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The mixture of the scalar bosonic and the spinless or polarized fermionic cold atoms in the one-dimensional
optical lattice is studied. The system is modeled by the Bose-Fermi-Hubbard Hamiltonian, which shows
different behavior from that of the Bose-Hubbard or the Fermi-Hubbard models. Because the
SU(1]1)-supersymmetric Bethe ansatz solution gives an excellent approximation to this kind of mixed cold
atomic systems, the ground-state properties of the system such as the densities of state in the momentum space
are obtained based on the Bethe ansatz. If the number of bosons is equal to that of fermions and the filling
factor is 1, it is found that there exists a critical on-site interaction U,. If U<<U,, the ground state of the system
is in the superfluid phase, while if U> U, the ground state is in the insulating phase. The superfluid-insulator
transition occurs at U,.. From the analysis of the superfluid density, the value of the critical point is determined
as U.=2.79256, which is larger than the U_.=0 for the Fermi-Hubbard model and smaller than the U.=3.28 for
the Bose-Hubbard model. The elementary excitations and effective Hamiltonian in the strong-coupling limit

are also discussed.
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I. INTRODUCTION

Recently, the cold atoms in the optical lattices catch the
attentions for many novel states of matter are found in this
kind of systems.!? By using the magnetic fields or laser
beams, the cold atoms can be trapped in the one-dimensional
(1D) optical lattice.>'® With Feshbach resonance, the scat-
tering length and the interactions among the atoms can be
manipulated. The rapid development of the experimental
techniques for cold atoms provide us a platform to study
some controllable condensed-matter systems. The Bose-
Fermi mixtures of cold atoms in the optical lattice is a re-
markable research topic. Experimenters have succeeded in
preparing the Bose-Fermi mixtures such as 'Li-°Li, 12
23Na_6Li,13,14 87Rb_40K,15720 87Rb—6Li,21 and 3He—4He-22
Many interesting phenomena such as the phase separations
driven by hopping and the quantum phase transition driven
by interactions are observed in the mixture.?>*

The low-energy physics of cold atomic gas can be de-
scribed by the continue models quite well.>>3* Some con-
tinue models such as Lieb-Liniger model,»¢ two-
component bosons model,3” spin-1/2 fermions model,®® the
atoms gas with exchanging interactions,’>** and the mixture
of the spin-1/2 fermions and the scalar bosons model*!*? are
exactly solvable. The exact solution can supply some believ-
able results thus serves as a very good starting point to un-
derstand the new phenomena and new quantum states in
trapped cold atomic systems.

The two-component fermionic cold atoms in the 1D opti-
cal lattice are described by the Fermi-Hubbard model, which
can be solved exactly.*> The exact solution shows that the
system is a insulator at zero temperature for any nonzero
interactions. The bosonic cold atoms in the 1D optical lattice
are described by the Bose-Hubbard model.** Unlike the
Fermi-Hubbard model, the Boson-Hubbard model can not be
solved exactly, even at the cases that there are no more than
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two atoms occupying the same site.**~4” Thus many numeri-
cal methods dealing with the many-body systems such as
density-matrix renormalization group,*® quantum Monte
Carlo simulations,*>** and exact diagonalization’' are ap-
plied to the Bose-Hubbard model. The approximation based
on the mean-field theory such as Bogoliubov-de Gennes
theory and Gross-Pitaevskii equation are also used. The
hard-core Bose-Hubbard model has the exact solution’?>3
since the behavior of the hard-core bosons is like that of the
fermions although the symmetries are different. The hard-
core bosons and fermions can be mapped into each other by
the Jordan-Wigner transformation or the Bose-Fermi map-
ping.

In the Bose-Hubbard model, if the on-site interaction U is
very small, the ground state of the system is a superfluid
state for the atoms can hop in the optical lattice easily. While
if the on-site interaction U is very large, the strong repulsive
interactions prohibit the hopping of atoms, thus the system is
in the insulating phase. The superfluid-insulator phase tran-
sition happens at the critical point U,. The value of U, is
determined as U,=3.28 £0.04 by the quantum Monte Carlo
simulation®™ and U,=2y3 by the Bethe ansatz
approximation.> This property is very different from that of
the Fermi-Hubbard model, where the critical values is U,
=0." Then it is natural to ask what will happen if we replace
all the spin-down fermions by the scalar bosons, where the
new system can be modeled by the Bose-Fermi-Hubbard
model. What is the new quantum state in the mixture sys-
tem? These issues are interesting and important nowadays
due to the rapid progress in the field of cold atomic physics.

In this paper, we study a mixture of scalar bosons and
spinless or polarized fermions in the 1D optical lattice. In
Refs. 56-58, it is shown that the Bose-Fermi Hubbard model
has the supersymmetry invariance. We find that if the hop-
ping of the atoms are equal and the interactions among the
bosons and that among the fermion and bosons are equal, the
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SU(1|1)-invariant Bethe ansatz solution is a very good ap-
proximation solution of the system. This argument can be
understood easily at two obvious cases: dilute cold atoms gas
and strong repulsive interaction, for the multi-occupied situ-
ations in these two cases are very rare. Therefore, we con-
struct the SU(1]|1)-supersymmetric solution with different
gradings by using the coordinate Bethe ansatz and the graded
quantum inverse scattering method.”®% We consider the
case of U>0 that is the interaction is repulsive. By solving
the Bethe ansatz equations, we obtain the densities of state in
the momentum at the ground state. We find that the ground
state of present Bose-Fermi-Hubbard model has a phase tran-
sition at the nonzero critical point U,. The system is in the
superfluid phase if U<<U, while is in the insulating phase if
U>U,. The value of U, is determined as U,
=2.79256 +0.00448, which is larger than U,=0 for the
Fermi-Hubbard model and smaller than U,.=3.28 for the
Bose-Hubbard model.

The paper is organized as follows. In Sec. II, we derive
the two-body SU(1|1)-invariant scattering matrix by using
the coordinate Bethe ansatz method. In Sec. III, we derive
the Bethe ansatz solution by using the graded quantum in-
verse scattering method. Base on this excellent approxima-
tion solution, we discuss the ground-state properties and the
quantum phase transition in Sec. IV. In Sec. V, we discuss the
low-lying excitations of the system. The effective Hamil-
tonian in the strong-coupling limit and other gradings cases
are shown in the Secs. VI and VII, respectively. Section VIII
contains some conclusions and discussions.

II. SYSTEM

The mixture of the scale bosons and the spinless or polar-
ized fermions in the 1D optical lattice can be described by
the Bose-Fermi-Hubbard model with the Hamiltonian

L L
H==2 (t,b1bj) +Hee) = 2 (1f 0 + Hee)
J=1 j=1
L L
+_E ny (ny, ;= 1)+Ubf2 Ny Ty js (1)
Jj=1

where tb is the hopping of bosons, 7, is the hopping of fer-
mions, b! (bj) is the bosonic creating (annihilating) operator
at the 51te 7, f (f;) is the fermionic creating (annihilating)
operators at the site j, Uy, is the interaction among the
bosons, Uy is the interaction between the bosons and fermi-
ons, and L is the number of total sites. Due to the Pauli
exclusive principle, two fermions can not occupy the same
positions, thus Hamiltonian (1) does not include the interac-
tion among the fermions. Denote the number of bosons as
N,, the number of fermions as Ny, and the total number of
atoms as N=N,+N,. In this paper, we consider the system
with the periodic boundary conditions and the interactions
are repulsive.

In Ref. 64, Albus, Illuminati, and Eisert introduce the
Bose-Fermi-Hubbard model and derive the explicit Hamil-
tonian from the microscopic many-body Hamiltonian, link-
ing the experimentally accessible quantities to the model pa-
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rameters. They also give the conditions for linear stability of
the model and derive a mean-field criterion for the onset of a
bosonic superfluid transition in the ground state, using the
Gutzwiller formulation and numerical analysis of finite
systems.** The ground-state phase diagram of the Bose-
Fermi-Hubbard model is obtained by using the exact numeri-
cal solution®>-% and the analytical methods.%” The superfluid
and Mott-insulator transition is studied with the quantum
Monte Carlo simulations using the canonical worm
algorithm.®® The pairing in the system with equal densities
and unequal masses is studied in the framework of numerical
density-matrix renormalization group.®” The phase diagram
of homogeneous boson-fermion mixtures in optical lattices is
studied in Ref. 70, and the ground-state properties of inho-
mogeneous mixtures in cubic lattices and parabolic confining
potentials are studied in Ref. 71. In the inhomogeneous sys-
tem and for finite hopping, the domain boundaries between
Mott-insulator plateaux and hopping-dominated regions for
lattices of arbitrary dimension are also determined within
mean-field and perturbation theory.”! In Ref. 72, Illuminati
and Albus predict the high-temperature superfluidity of the
fermionic atoms induced by the boson-fermion interaction.

The system, Eq. (1), is not integrable for the Bethe ansatz
scattering matrix can not exactly describe the scattering pro-
cess of more than two particles occupying the same site.
However, the SU(1 | 1)-supersymmetric Bethe ansatz solution
is a very good approximation solution of the system.>”3
This argument can be understood as following. In the dilute
cold atoms gas, the situation of multi-atom occupying the
same site is quite rare. Meanwhile, if the repulsive interac-
tion is very strong, the system also favors the state that every
site are occupied by one particles. In these cases, the Bethe
ansatz solution are very close to the actual values as ex-
pected. In fact, the Bethe ansatz solutions in other cases are
also quite good comparing the mean-field theory.>>’3 This
might because that even at the multi-occupying case, the
Bethe ansatz scattering matrix catch the dominate scattering
process and neglect the high-order scattering processes
which can be regarded as corrections. For the single and
double occupations, the Bethe ansatz is exact and the correc-
tions are zero. Meanwhile, the probability of the bosons oc-
cupy the same site in the experimental setup is very small,
thus the Bethe ansatz solution can describe the physics of the
bosonic atoms in the optical lattice.

In order to construct the SU(1|1)-supersymmetric Bethe
ansatz solution, we should consider the case that the hopping
of bosons and fermions are equal, 1,=1y=t, which is set to
unity in the following. Meanwhile the interactions among the
bosons Uy, and the interaction between boson and fermion
Uy are also equal, Uy,=U,=U. The wave functions of the
system is symmetry if we exchanging two bosons while is
antisymmetry if we exchanging two fermions.

In the framework of coordinate Bethe ansatz, we assume
the many-particles eigenstates of the system, Eq. (1), as

(W)= 2 W, xby LSS0 @)

X1 XN

N+l

where |0) means the vacuum state of the system and
W(x,,...,xy) is the wave function. Not losing generality, we
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suppose that first N, coordinates belong to the bosons and the
wave functions at this part is symmetric, while the next Ny
coordinates belong to the fermions and the wave function at
this part is asymmetric. Solving the static Schrodinger equa-
tion H|W)=E|W¥), we obtain following eigenequation

N
—E[\P(X], ...,.Xj+1, ....XN)+‘P()C1, ...Xj— l, ...,XN)]
Jj=1

+U> Se Wy, o xy) =EV(xy, - xy). (3)

i<l

Using Bethe’s hypothesis, we suppose that the wave function
of the system, Eq. (1), is described by a set of quasimomenta
{k} as33383943

J

N
W(x)...xn) =2 Olxg < - < XQN)A(Q»P)ei,ElkPJXQf,
0.P

4)
where O=(Q,,...,0y) and P=(P,, ..., Py) are the permuta-
tions of the integers 1,...,N, N is the total number of par-

ticles, G(le <o <xQN)= G(xQN—xQN_l) ... e(xQz_le) and
6(x—y) is the step function, and A(Q, P) is the amplitude of
the wave function.

If the coordinates of quasiparticles in the assumed state,
Eq. (2), are not equal, x; #x,# -+ #xy, the eigenequation
(3) can be solved analytically by the Fourier transformation.
After some algebra, we obtain the energy spectrum as

N
E=-2>, cos k;, (5)

=1

where k; are the quasimomentum which are determined by
the periodic boundary conditions. The effective two-body
scattering exist in the case that two quasiparticle occupy the
same site. To explore the two-body scattering mechanics, we
consider two regimes

Q1:0<XQ1<XQ2<XQ3<XQ4< e <XQN<L,

Q2:O<XQ1<XQ3<XQ2<XQ4< s <.XQN<L.

Suppose the wave functions in the regimes Q; and Q, are ¥,
and WV, respectively. If Xg,=Xg,=X and all other coordinates
are not equal, that is to say only the site x is double occupied,
from the static Schrodinger equation, we obtain

—[V(.x+1.x..)+W(..x=1...x...)
+ W (xx+ )+ W(x o x—1.0)]

- > [(Wi(x+ 1)+ (x=1..0)]

J#05,03
+ UV, (...x...x...)=Efi(..x...x...). (6)
The wave function are continuous, W,(...x...x...)

=W,(...x...x...). Substituting the ansatz of wave function,
Eq. (4), into the continuous conditions of wave function, we
have
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A(Q(l),P(z)) —A(Q(z),P(])) =A(Q(2),P(2)) —A(Q(l),P(l)),
(7)

where PV=(P,P,P;P,...Py) and PP =(P,PsP,P,...Py).
On the other hand, if all the coordinates in the regime Q, are
not equal, we have

—2[‘1’1(...)@+1...)+\I’1(...xj—l...)]=E‘I’1(x1 ....X'N).
J

(8)
Equation (8) can be rewritten as
-Wox+lx.)+¥(ox.x—1..)
+ W Coxx+ )+ (x=1.x..0)
- 2 [lx+1.)+P,(x—1.0)]
J#02,03
=EV,(x;...x...x...xp), 9)

where W,(...x+1...x...) and V(.. .x...x—1...) are values of
wave function in the regime (Q,, which are denoted as
Pi(..x+1...x...) and ¥{(...x...x—1...). From Egs. (6) and
(9), we have

‘I’(lc)(...x+ 1 ...x...)—\I’Z(...x+1...x...)+\P(1")(...x...x
-1..)-V(.x...x=1..)+U¥,(...x...x...)=0.
(10)

Substituting the ansatz of wave function, Eq. (4), into Eq.
(10), we obtain

[A(Q(l),P(l)) —A(Q(z),P(z))](eisz 4 e_iki’s)
+ [A(Q(l),P<2)) —A(Q(z),P(l))](eikPg + e—ikpz)
+ UA(QW, PV) + A(QP, PP)] =0. (11)
The compact form of Eq. (11) is
A(Q, ... P,P;..) = Y%%PZA(Q, . P3Py, (12)

. . U
(sin kp, = sin kP3)PQ2Q3 + i
Yf,ipz = ) (13)

sin kP2 —sin kp3 - iz

Using the similar technique, we obtain the general relations
of scattering process of arbitrary two sites, A(Q,...lj...)
:Yj’le(Q, gL, where Yj'lb:[(sin k;—sin kj)PQaQb
+iU/2]/[sin k;—sin k;—iU/2]. The two-body scattering ma-
trix is S j,(kj—k,)zPQaQbY;‘,b, which can be written out explic-
itly

J
Sjl(kj - kl) = U’ (14)

sin k; — sin k; + i
2

. . U
sin k; — sin k; — 1EPA,

where P? is the super permutation operator with the defini-
tion [P;,jg;:(—l)eafﬁém,&#ﬁ, the @ and u are the row indi-
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ces, and B and v are the column indices. Here ¢, is the
Grassmann number, €,=0 for bosons and €,=1 for fermions.
The scattering matrix satisfies the super or graded Yang-
Baxter equation®-%2

S1a(ky = ky)S3(ky = k3)SH3(ky = k3)
= Sp3(ky = k3)S3(ky = k3)S1o(ky = ky). (15)
The indices form of the Yang-Baxter equation (15) is
Sialky = k2)g oS 13(ky = ks)j' o3 S (ky = k3)2

X (= 1) ), = S3(ky — k3) 2203

a ag
XSy3(ky = k3)2123512(k1 - kz)clcz( 1) €0t €, ),

With the periodic boundary conditions, we obtain following
eigenvalue equations

Sintk; = kn)Sin-1(kj = kn_y) - Sjar (k= ki)
XSjj—l(kj - kj_]) e Sjl(kj - k])eikngo = éo, (16)

where &, is the amplitude of initial-state wave function.

III. BETHE ANSATZ SOLUTIONS

The eigenvalue, Eq. (16), can be solved exactly by using
the graded quantum inverse scattering method. There are two
ways to choose the Grassmann parities. One is €,=0 and
€ =1, which corresponds the bosonic-fermionic (BF) grad-
ing. The other is =1 and €,=0, which corresponds the
fermionic-bosonic (FB) grading. In the graded algebra Bethe
ansatz method, choosing different gradings is equivalent to
choosing different highest weight represents in the deriving
of Bethe ansatz solutions. The form of Bethe ansatz equa-
tions for different gradings may be different. The Bethe an-
satz equations with different gradings can change into each
others by using some gauge transformations.®!

A. BF grading

We first consider the BF grading. The Lax operator of jth
site in the auxiliary space reads

N) = b(\)e!!

b0 ) (17)
a(\) + b()\)ef2 '
where the matrix e“B acts on the jth quantum space with the
elements  (ef ) 8pu0p» a(N)=N/[N+iU/2], and b(N)
=iU/2[\+iU/ 2] For simplicity, we introduced the R matrix
R»(N\)=P},S1»(\), which satisfies the braid Yang-Baxter
equation
Ris(N = u)Ry3(MR 2(u) = Roz(u)R 5(MRy3(N — ). (18)

The monodromy matrix of the system is constructed by the
Lax operators as

TN()\) = Sj()\ - Sin kj)SN()\ - Sin kN) e
—sin k; )8 (N =sink;_y) ...

_(A(x) B(M)
“\c(\) DN

Sj+1()\
S (N —sin k;)

(19)
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where A(\), B(\), C(\), and D(\) are the operators defined
in the N quantum spaces. From Eq. (18), we can prove that
the monodromy matrix satisfies the Yang-Baxter relation

Rip(N = u)[Ty(N) @ Ty(u) ] = [Tp(1) @ TN IR o(N = u),
(20)

where ®; means the super or graded tensor product as [A
®,B]%9=(~1)*%A ,B.,, a and c are the row indices, and
b and d are the column indices. Using indices method, the
Yang-Baxter relation (20) can also be written as

Rip(\ =) 2Ty (N ()2 (= 1) 1),
= Ty(u)g TyN)2R (N = )y 2 (= 1) et )%,, - (21)

where all the repeated indices should be summed. The ele-
ments of scattering matrix S; ]()\)b‘b2 are nonzero only at three
conditions: (1) a;=a,=b,=b,, (2) a;=b,, a,=b,, and (3)
a;=b,, a,=b;. These properties will be used in deriving the
commutation relations. The transfer matrix #(\) of the system
is defined as the supertrace of the monodromy matrix in the
auxiliary space

t(\) = stroTy(N) =A(N) = D(N), (22)

where 0 means the auxiliary space. From the Yang-Baxter
relation (20), we can prove that the transfer matrices with
different spectral parameters commute with each other,
[#(u),1(v)]=0. The eigenvalue problem, Eq. (16), is therefore
reduced to

= stroTy(kpe™i & = &), (23)

We choose the local vacuum state as |O)j=(0,1)’, where ¢
means the transpose. The Lax operator acting on this vacuum
state gives

a(\-sink;) 0
sy =(“C 7 o,

where * represents a nonzero value. The global vacuum state
is constructed as [0)=®Y[0);. Acting the monodromy ma-
trix, Eq. (19), on this Vacuum state, we have

N
ITa(\=sin k;) 0
j=1

C(N) 1

TN(N)[0) = 0). (25)

The elements A(\) and D(\) acting on the vacuum state give
the eigenvalues. The element B(\) acting on the vacuum
state is zero. The element C(\) acting on the vacuum state
gives nonzero value and can be regarded as the creation op-
erator. We assume the eigenstates of the system, Eq. (1), are
obtained by applying the creation operator C(\) on the
vacuum state as

|¥) = C(N)C(Ny) ... C(N\y)[0), (26)

where M is the number of creating operators. When the
transfer matrix acting on the Bethe states, Eq. (26), we need
the commutation relations between A(N), D(\), and C(\).
From the Yang-Baxter relation (21) and using the properties
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of R matrix, we find following commutation relations

a(N—u) —b(N—u)

AN)C(u) = 2w C(u)A(N)
b(N —u)
+ a0 )C()\)D(u) (27)
1 b(u—N)
D(N)C(u) = ali— ) C(u)D(N) - ai—n) CN)D(u),

(28)

CN)C(u) =[a(N —u) = BN = u) ]C(u) C(N). (29)

The elements C(\) and C(u) do not commute with each
other, which is very different form that of the Fermi-Hubbard
model.

The transfer matrix acting on the assumed states gives
two kinds of terms. One is the eigenvalue and others are the
unwanted terms. If the assumed states are the eigenstates of
the transfer matrix, the unwanted terms must be cancelled
with each other, which determines the values of parameters
in the ansatz (26). Acting the transfer matrix, Eq. (22), on the
assumed Bethe states, Eq. (26), applying repeatedly the com-
mutation relations (27)—(29) and using the result (25), we
obtain

ﬁ alu—N,) = b(u—-\)

t(u)C(M) a(u—)\l)
=1

C()\M)|O> =

XHa(u sin k;) — H (7\1 2

% C()x]) L CO|OY +u. 1., (30)

where u.t. means the unwanted terms. If the unwanted terms
are cancelled with each other, that is to say if the following
Bethe ansatz equations are satisfied

M 1 al\g—\,)

- )\'3) a()\ﬁ— )\a) —b()\B— )\01)

a=1,#f a()\a
N
=[Ta\g=sink), B=1.2,....M, (31)
I=1
the assumed state, Eq. (26), is the eigenstate of the transfer
matrix and the first term in Eq. (30) is the eigenvalue of the
transfer matrix #(u). From the eigenvalues Eq. (16) we obtain
the second set of the Bethe ansatz equations as
M
e =11 al\, - sin k;),
a=1
Putting A, — \,—iU/4, then Egs. (31) and (32) take the form
of

j=1,...,N. (32)

. U
M sink;—No+i—

ikiL
et = _—,
11 U

*=! sin kj=Ng—i—
: 4

j=1,....N,  (33)
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N )\B—Sin kl—l_
H—Uzl, B=1,....M, (34)

=1 . .
ANg—sink;+i—
B o

where N=N,+N; and M=N,. The Bethe ansatz equations
(33) and (34) are different from that of the Fermi-Hubbard
model, and also different from that of the SU(2) Bose-
Hubbard model. To our knowledge, the Bethe ansatz equa-
tions (33) and (34) are never proposed before.

Taking the logarithm of Egs. (33) and (34), we arrive at

Ny
kiL=2ml,—22, 0,(sin kj—\,),
a=1
N
mlg= > 0,u(\g—sin k), (35)
=1

where Hy(x):tan‘l[x/ (yU)] and the quantum numbers /; and
J take integer or half-odd integer values, depending on
whether N and N, are even or odd, respectively. The energy
E and the momentum P are

N N
E=-2 cos k;, P=Ekj. (36)
j=1 j=1
B. FB grading
Now we consider the FB grading. The Lax operator of jth
site is
-b(\)e}!

_(a) +b(N)e;!
S0 = ( a(\) - b(\)e?

bl ) (37)

The monodromy matrix of the system is constructed by the
Lax operator as

TN(A) = SJ()\ - Sin k])SN()\ - Sin kN) cow
—sin k]+l)S]—l()\ —sin kj—l) ce.

_(A()\) B()x))
~\c(\) D)

Sj+1()\
Sl()\ —sin kl)

(38)

which satisfies the Yang-Baxter relation
RN =w)[Ty(N) @ Ty(u)] = [Ty(u) @ Ty(N) IR 1,(N = u),
(39)

where R »(\)=P3,S15(\). The transfer matrix #(\) of the sys-
tem is defined as the supertrace of the monodromy matrix,
Eq' (38)»

t(N) = strTy(N) == A\) + D(V). (40)
We choose the local vacuum state as |0);=(0,1)". The global

vacuum state is |0)=®" = 1|0> Acting the monodromy matrix
on the global vacuum state, we have

N
A0y =T a(x - &)[0), (41)
=1
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B(\)[0y=0, C(\)[0) # 0, (42)

N

DNV)[0) = [T [a(\ - sin k) — b(\ —sin k)]|0).  (43)
=1

The elements A(\) and D(\) acting on the vacuum state give
the eigenvalues. The element B(\) acting on the vacuum
state is zero. The element C(\) acting on the vacuum state
gives nonzero value and can be regarded as the creating op-
erator. We assume the eigenstates of the system, Eq. (1), are
obtained by applying the creation operator C(\) on the
vacuum state as

|¥)=C(\y) ... C(\y)]0), (44)

where M is the number of creating operators. When the
transfer matrix, Eq. (40), acting on the Bethe states, Eq. (44),
we need the commutation relations between A(N), D(\), and
C(\). From the Yang-Baxter relation (39), we obtain follow-
ing commutation relations

ANC) =~ AN - 203 CODG),
(45)
pOVC() = _a"()u__bk(;‘ =N )
" ZEZ - i; D), (46)
CONCw) =~ oo u)__lb T Cw)C(\).  (47)

Acting the transfer matrix, Eq. (40), on the assumed eigen-
state, Eq. (44), applying repeatedly the commutation rela-
tions (45)—(47) and using the result (43), we have

t(u)|‘lf> = At(u)|\1,> +u.t., (48)

where A, is the eigenvalues of the transfer matrix

M

N
1

Agpr=— [T ——— _sink,

) ga(u_)\a)ga(u sin k)

M AN, — 1) — b(\,— u)
1 a(\,—u)

a=1
N
X1 [a(u - sin k) - b(u  sin k;)]. (49)

J=1

From the condition that the unwanted terms must be can-
celed with each other, we obtain following Bethe ansatz
equations
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. . U
N sink;—sink;—i—

eikfl‘ = H

I=1,#)

sin k; — sin k; + iE

M sin kj_)\a_i_
A

a=1 . U
sin kj—7\a+z4

j=1,....N, (50)

N . U
Ng—sink;+ iy
£y B=1,...M, (51)

=1 Ng—sink;— i

where N=N,+N; and M=N;. Taking the logarithm of Egs.
(50) and (51), we arrive at

N M
kiL=21;-22, 0 (sin k;—sin k) + 2>, 6,,(sin k;— \,),
=1 a=1
(52)
N
mlg= 2 0,4(\g—sin k). (53)
=1
where the quantum numbers satisfy
1 1
|1 = E(N—M— 1), [Jg= EN. (54)

Thus 7; is integer (half-odd integer) if N—M is odd (even)
and Jg is integer (half-odd integer) if N is even (odd). The
energy E and the momentum P are

N N

E=—2Ecoskj, P=2k~.

7

(55)
j=1 j=1

In the thermodynamic limit, the densities of state should sat-

isfy
1 cosk (@ 2Up(k")dk'
P(k) =__+ ) . TN
2m T o U +4(sin k—sin k')

1 (8 4Uo(N)d\
- 2 . 2 (56)
) _p U +16(sin k—\)
1 (¢ 4Up(k)dk
N)=— . 57
M) WJ_Q U + 16(\ — sin k)2 (57)
The integral limits Q and B are determined by
N (¢ N, (®
== f p(k)dk, —L=| a(\ax. (58)
L _Q L -B

The energy and momentum are

E 0 P Q
—=- 2] cos kp(k)dk, —= f kp(k)dk.  (59)
L o L J,
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IV. GROUND STATE AND QUANTUM PHASE
TRANSITION

A. Ground state

Now, we study the ground state of the system. If we use
the grand canonical ensemble, the ground state of the system
is composed of the bosons. Here, we consider the canonical
ensemble thus the numbers of bosons and fermions are fixed.
We use the BF grading as a demonstration. In this paper, we
suppose U>0 that is to say the interaction among the atoms
is repulsive. We also assume that the number of bosons is
equal to that of fermions. In this case, the rapidities k and \
in the Bethe ansatz equations at the ground state are real.
Taking the logarithm of Eqgs. (33) and (34), we have

N, .
sin k; — N\
_ _ -1 2B AT e
kL =2l 2ztan ( o ) (60)
N )\g—sink
'n'JB:Etan_'( l). (61)
= U/4

Here the quantum number /; is integer (half-odd integer) if
N, is even (odd) and Jg is integer (half-odd integer) N is
even (odd). The total momentum is

=2%T[;1j+§1a]. (62)

At the ground state, / f and J, are successive number centered
around the origin. For example,
N-1 N-3 N-1
Ij == s 3 ey 5
2 2 2

(63)

Ny=1 N,=3  N,-1
Jg=——t— L — (64)
2 2 2

We solve the Bethe ansatz equations (60) and (61) numeri-
cally. The density of state in momentum space at the ground
state is shown in Fig. 1.

In the thermodynamic limit, that is all the L, N, and N,
tend to infinity but the ratios N/L and N,/L keep finite, the
summation is replaced by the integration. Define f(k;)=1;/L
and g(\g)=Jg/L, and we have

B sink—A\

2 tan‘l(
U4

k=2mf(k) -2 f )o-()\)d)\, (65)

-B

Q _ .
f 2 tan’(%jp(k)dk —2me(\),  (66)
-0

where *Q are the upper and lower bound of the distribution

of ks and £B are the bounds on the As. Define the distribu-

tion functions of ks and \s as p(k)=df(k)/dk and o(\)

=dg(N\)/d\, respectively. Differentiating Eq. (65) with re-
spect to k and Eq. (66) with respect to N, we have

1 B

p(k) = by + cos kj 2a,(sin k= N)a(N)d\,  (67)

-B
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FIG. 1. (Color online) Density of state in momentum space at
the ground state. Here, N,=N;=99, U=10,5,2,1 (left) and U
=1.0,0.5,0.1,0.01 (right) for the lines from bottom to top at the
position of k=0.

(9]
o(\) = J a;(\ = sin k)p(k)dk, (68)
-0

where a,(x)=4nU/[7(n*U?+16x?)]. The values of Q and B
are determined by

0 B
%’= f p(k)dk, %: f o(\)d\. (69)

-0 -B

The energy and momentum are

E e P (¢
—=-2 j cos kp(k)dk, —= f kp(k)dk.  (70)
L _Q L _Q

Now we consider the ground state of the system with the
filling factor N/L=1. From Eq. (69), we obtain [” _p(k)dk
=1, which means that the Fermi point is Q=. From Eq.
(69), we also have [~ o(N)d\=1. Thus at the ground state, B
should tend to infinity and the ground state of the system is
constructed by the bosons. In this case, the densities of state
can be solved by the Fourier transformation

ow) = f o(N)e N, o(\) = %f M w)dw.
—o TJ _

Using the integration formula

* emio%dx
=T
L at+x*  a
o0 —iw\
f e\ =le—ia))\’—U/2|w|,
= UP+40N =N 2U

o —iw\
J I = T iwsin k-Uld]ol
L U?+16(N—sink)>  4U ’

and taking the Fourier transformation of o(\) [Eq. (68)], we
have
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FHw) = e—U/4wf piwsin kp(k)dk. (71)
From Eq. (67), we have
f em@sinkp(k)dk = Jo(w), (72)

where Jy(w) is the Bessel functions. For later use, we intro-
duce another Bessel function J;(w). The definitions of Jy(w)
and J,(w) are

(™
Jo(w)zg f e~k (73)

J(w) = %f cos’ k cos(w sin k)dk. (74)

Taking the inverse Fourier transformation of Eq. (71) and
using Eq. (72), we have

o(\) = 11_7 J i cos(wh\)Jo(w)e V¥l dw. (75)

Using the integration formula,

o N)dN
J‘ i cos(w\) . lcos(w sin k)e"U4ll (76)
U+ 16(\=sink)*> 4U

we obtain the density of quasimomentum distribution as

1 k[~
plk)=—+ o8 f Jo(w)cos(w sin k)e_U/z“‘"dw.

21T T J_
(77)

Substituting Eq. (77) into Eq. (70), we obtain the density of
ground-state energy as

E__, f Jo(@)J ()

L dw. (78)

weV/2el

B. Quantum phase transition and stiffness

At zero temperature, the transport properties of the 1D
Bose-Fermi-Hubbard model are depend on the superfluid
density. The superfluid density or the stiffness can be com-
puted from the ground-state energy E(¢) as’*

_NFPE(¢)
c_2 (9¢2 s

(79)

where ¢ is the external magnetic flux. The superfluid density
is a very useful physics quantity. To our case, the system, Eq.
(1), is a superfluid if D, is finite, and is an insulator if D, is
zero. In order to study the ground-state phase diagram of the
system, Eq. (1), we apply a magnetic flux ¢ to the system. It
is well known that the magnetic flux ¢ piercing the system
with the periodic boundary condition can be gauged out by
imposing the twisted boundary condition on the system.”>7¢

PHYSICAL REVIEW B 80, 224508 (2009)
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FIG. 2. (Color online) The superfluid density of the system ver-
sus the different system size.

Therefore, solving the Schrodinger equation in the presence
of the magnetic flux with the periodic boundary condition is
equivalent to that in the absence of the magnetic flux but
with a twisted boundary condition for the wave functions

V(xy,...,.x,+L,...)=W(xy,...,x,,...). Then the Bethe an-
satz equations (33) and (34) become
Ny )
[ sink;— N\,
kL =2l + ¢—22 tan 1<—UT>’ (80)
a=1
Y Ag—sink
WJB=2tan_l<—u>. (81)
= U/4

From the solution of Egs. (80) and (81), we can obtain the
ground-state energy of the system. Then using the Eq. (79),
we obtain the superfluid density.

We restrict our studies in the case of L=N, which means
that the filling factor is 1, and the number of bosons is equal
to that of fermions, Ny=Ny. If the on-site interaction U is
zero, all the bosons condense at the ground state in the mo-
mentum space, that is the bosons occupy the k=0 energy
level. Due to the Pauli exclusive principle, the fermions are
arranged from the lowest-energy level to the Fermi surface.
If U is very small, the system is in the superfluid phase
regime. Thus the jump of the superfluid density can not drop
to the zero. If U is very large, the bosons become the hard-
core ones. The system enters the insulating phase regime.
The elementary excitations have a gap. The superfluid-
insulator phase transitions happens at the critical U,,% which
belong to the Kosterlitz-Thouless-type phase transition. If U
tends to infinity, all the atoms are frozen. The properties of
the system can be well characterized by the 1D XY model
with transverse magnetic fields.

The ground-state superfluid density of the 1D Bose-
Fermi-Hubbard model with different system size is shown in
Fig. 2. We see that the superfluid density has an inflexion.
We take the derivative of superfluid density with respect to
the interaction, which is shown in Fig. 3. From the Fig. 3, we
see that the derivative has a minimum D), at a certain inter-
action U,,, which can be used to determine the critical point
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U/

FIG. 3. (Color online) The derivative of the superfluid density of
the system, which has a minimum at a certain interaction U,,.

of the system. Fig. 4 is the finite-size scaling behavior of the
minimum of the derivative of the superfluid density. The data
can be fitted as a straight line D,,=—0.60952-0.09013L. The
minimum D,, tends to negative infinity when the system size
tends to infinity. Thus D,, is divergent at the critical point.
The finite-size scaling behavior of the transition point U, is
shown in Fig. 5. From the data analysis, we obtain U,
=2.79256+16.7696/L. In the thermodynamic limit, U,, gives

the critical point as U,=2.79256 = 0.00112.

V. LOW-LYING EXCITATIONS

From the above analysis, we know that the dominant con-
figuration at the ground state of the system is the Néel state
where the bosons and fermions are arranged alternately.
There exist two kinds of low-lying excitations. One is that
two rapidities N form a two string. The corresponding sche-
matic representation of this excitations is shown in Fig. 6(I)
and 6(I). In this excitation, two kinks are present in the back-
ground of the Neel state. Another excitation is that two qua-
simomentum k and one N form a k—\ string in which a
doubly occupied state and one hole are present in the back-

100 120 140 160 180 200
L

60 80

FIG. 4. (Color online) The finite-size scaling behavior of the
minimum of the derivative of the superfluid density D, . The data
can be fitted as D,'n=—0.60952—0.09013L. The minimum is diver-
gence in the thermodynamic limit.
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FIG. 5. (Color online) The finite-size scaling behavior of the U,
at which the derivative of the superfluid density of the system has a
minimum. The data can be fitted as U,,/4=0.69814+4.1924/L. In
the thermodynamic limit, the critical value is U,
=2.79256 = 0.00112.

ground of the Neel state, which is shown in Fig. 6(I), 6(I),
and 6(I). In this excitation, two particles form a bound state.
From the solutions of the Bethe ansatz equations, all the
excitation spectrum can be calculated exactly.

We first consider the two-string excitation, which means
that the \ sea has two holes and one two string. The \ two
string can be parameterized as

N,=A+iUA, N, =A-iUl4, (82)

where A is real. Substituting Eq. (82) into the Bethe ansatz
equations (33) and (34), we obtain

U
N,-2 sin kj—)\a+iz sin kj—A+i5

eikjL — H ,

U
*=! in kj—)\a—izsinkj—A—iE

N AN

FIG. 6. (Color online) (I) The dominant configuration of the
ground state in perspective of Neel state where the bosons and
fermions are arranged alternately. (IT) N two-string excitation in
which two kinks are present in the background of the Neel state.
(TIT) k=N string excitation in which a doubly occupied state and one
hole are present in the background of the Neel state. Here the dark
and light particles denote fermions and bosons, respectively.
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FIG. 7. The energy spectrum of the N two-string excitation with the weak coupling U=4 (up) and strong coupling U=40 (down). Here

L=66 and N;,=N;=33.

Mo — sin k U
=S K —1—
N Apg 1 4

II——————=1, B=1,....N,-2, (84)
I=1 . .
Ng—sin k;+i—
B S1n K l4
U
N A—sinkl—ig
[[—=1 (85)

EUA—sink +i—
2
Taking the logarithm of Egs. (83)—(85), we have

Np=2 . .
sin k; — \ sink:— A
kiL=2ml-2 2, tan‘1<1—f—“) _n tan‘1<1—1—),

o U/4 U2
(86)
N Ag—sin k
2l =2, tan‘1<—‘8—l>, (87)
=1 U/4
N
A —sink
2K =220t —‘(—’>, 88
TKp z an U (88)

where the quantum number /; is integer (half-odd integer) if
N,, is odd (even) and the quantum numbers J, and K are
integers (half-odd integers) if N is even (odd). The quantum
numbers are used to determine the eigenstates and the corre-
sponding eigenvalues. At the ground state, the quantum num-
bers take the continue integers or half-odd integers. In the
excited states, the quantum numbers no longer take the con-
tinue values. Focusing on our problem, the \ two-string ex-
citation is characterized by the quantum number sequences

! N-2 N-2 ) N (89)
=T T A T + 1, ...,
! 2 2 2

N,—-1 N,-1 N,—1
Jy=——t— 1, - — s,

2 2 2
N,—1 N,—-1
- +s+1,...,— +r—-1,

-1, (90)

Kz=0, (91)

where 0 =s<r=N,. The energy and momentum spectrum
are given in terms of the Bethe ansatz quantum numbers as

N
E,=- > 2coskj (92)
j=1
2
P=T7T(21j+21a+21(ﬁ>. (93)
;e 5

The excited energy is E=E, . —E,,, where E,; is the ground-
state energy. By solving the Bethe ansatz equations
(86)—(88), we obtain the excited-state energy E,,. Mean-
while, by solving Egs. (33) and (34), we obtain the ground-
state energy E,. Subtracting E,, from E,, we obtain the
excited energy E for this two-string excitation, which is
shown in Fig. 7.

In the thermodynamic limit, the summations become in-
tegrations. The quantum number /; and J, become continue
functions of the spectral parameters k and N\, respectively.
Denote the density of momentum k as p(k), the density of
rapidities N\ as o(\), and the density of N holes as o”(\).
Then we have p(k)=dl;/(Ldk) and o(\)+0"(\)=dJ,/(Ld\).
Taking the derivative of Eqs. (86)—(88), we conclude that
these densities of states should satisfy the integral Bethe an-
satz equations

1
p(k) = by +cos kJ a,(sin k= N)o(N)d\
T

1
+ Zaz(sin k— A)cos k, (94)

o(\) + o"(\) = J a;(\ —sin k)p(k)dk, (95)
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oy(A) = J ay(A — sin k)p(k)dk, (96)

where o,(A’)=8(A"=A)/L is the density of the two string,
(N =[SN=N")+S8N=N\D)]/L, and N and \? are the posi-
tions of the holes. From the ground-state distributions p(k)
and o(\), we obtain the differences of the densities of states
between the ground state and the excited state as

Akp(k) = J a,(sin k= N)ANa(N)d\ + %az(sin k—A)AA,
AN[a(\) + o"(V)] = J cos kAkp(k)a,(\ — sin k)dk,

AAoy(A) = J cos ka,(A - sin k) Akp(k)dk.
Thus the excited energy E is
E=E, —E,= 2Lf sin kp(k)Akdk. (97)

Next, we consider the two-particle bound state, that is the
k—N\ excitation with the form of

k, = —sin"'(A +iU/4), (98)

k,, = —sin" (A - iU/4), (99)

where A is real. Substituting Egs. (99) and (98) into the
Bethe ansatz equations (33) and (34), we obtain

. U . U
Ny-1 Sin "f"M”Z sink;— A+i—

: 4
et =11 5o (100)
! sink;j = No— i~ sink;— A —i—
4 4
U
Nyl A =Ny +i—T
ei(k,,+km)L: H 2
- U
D W
2
U
~N-2 A —sin kz”Z
xI1 — (101)
EUA —sink—i—
4
. U U
N-2 Ng—sin k[—lz)\ﬁ—/\—lg
I1 =1, (102)
U

_ U

I=1 . . .

ANg—sink;+i— Ng—A+i—
B ! l4 B l2

where j=1,...,N-2 and B=1,...,N,—1. The logarithm
form of Egs. (100)—(102) are

PHYSICAL REVIEW B 80, 224508 (2009)

pa sin k; — N\
_ -1 | MNa
kL=2ml;—2 > tan (—;)

a=1 U/4
ink,—A
—2tan"'<&;), j=1,....N=2, (103)
U/4
.1 . R -1 A_)\a
27[sin (A +iU/4)]L=2 D, tan +2x,
o U2
N-2
A—Sil’lkl
+22,t —'(—>, 104
E A\ o (104)
= Ng—sin k
27TKB=22 tan‘l(—u>
=1 U/4
Ng— A
+2tan_l(—L), B=1,...,N,—1,
U2
(105)

where Z means the imaginary part, the quantum number /; is
integer (half-odd integer) if N, is even (odd), J, is integer
(half-odd integer) if N+N,—5 is even (odd), and Ky is inte-
ger (half-odd integer) if N—1 is even (odd). In the k= \ ex-
citation, the quantum number sequence [; has two holes.
Without losing generality, we suppose the positions of holes
are r and s. The quantum number sequence Kz has one hole
with the position . Meanwhile, the quantum number of the
string composed of two k and one N should be treated alone.
After detailed analysis, we find that the quantum numbers in
this excitation should take the values of

N-1 N-1 N-1
li=———,- +1,...,— +s5s—-1,
2 2 2

-1 —
- +s+1,...,— +r—1,
-1 -1
- +r+1,...,——-1,
2
1
Jo=7,
2
N,—1 N,—-1
Kg=——2—, . m—— 411,
2 2
N,-1 N,—-1
- +r+1, ..., ,
2 2

where =s<<r=N,. The excited energy E can be calculated
exactly by the solution of Egs. (103)—(105) as
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FIG. 8. The energy spectrum of the k—\ string excitation with the weak coupling U=4 (up) and strong coupling U=40 (down). Here

L=66 and Nb=Nf=33.

N-2
R
E=E, ~E,=- 2, 2cos kj+4R\1 - (A - iU/4)* - E,,,
j=1

where R refers to the real part. The results are shown in Fig.
8. We see that the excitation spectrum has a energy gap,
which is consistent with the fact that the system in the
strong-coupling limit is a quantum XY model with a trans-
verse field.

In the thermodynamic limit, we introduce the densities of
holes

0= 1ok~ )+ k], (106)

1
' (\) = [0 A, (107)
where k" and &} are the positions of holes in the distribution
of quasimomentum k, and Nt is the position of hole in the
distribution of rapidity N. Then the densities of state in this
excitation should satisfy the integral Bethe ansatz equations

p(k) + p'(k) = 1 + f a,(sin k= N)a(N)d\ + lal(sin k—A),
2 L

(108)
PR D S O _
o (A)—2R[\’,m} faz(A N)
Xa(N)d\ - f a,(A = sin k)cos kp(k)dk,
(109)

o(\) +o'(\) = J a;(\ —sin k)cos kp(k)dk + %az()\ -A),

(110)

where o’ (A’)=8(A’—A)/L and A=(sin ki]’+sin kg)/Z. The
solution of Egs. (108)—-(110) gives the excited energy as

[
E=-2L J cos kp(k)dk + 4R\1 = (A = iU/4)* - E,.

VI. STRONG-COUPLING LIMIT

If the filling factor is 1 and the number of bosons is equal
to that of fermions, every site will have one particle in the
strong-coupling limit. The quasimomentum rapidities k; in
the charge sector are frozen and the main contribution comes
from the spin rapidities A\, in the spin sector. The system is
equivalent to an anisotropic quantum spin chain in the
strong-coupling limit. There are many methods such as quan-
tum  inverse  scattering  method,””  Schriffer-Wolf
transformation’® and the one suggested in Ref. 79 to derive
the effective Hamiltonian of the system. We first use the
quantum inverse scattering method. The starting point is the
scattering matrix, Eq. (17), and the transfer matrix, Eq. (22),
in the spin sector. Taking the derivative of the logarithms of
the transfer matrix, Eq. (22), with respect to the spin rapidity
N\, we obtain the effective Hamiltonian of the system in the
strong-coupling limit with the BF grading

(111)

It is nothing but the 1D quantum ferromagnetic XY model
with transverse magnetic fields. Here and following, the pe-
riodic boundary condition gy, ;=0d is assumed.

Now, we consider the FB grading. In the spin sector, the
transfer matrix is constructed as Eq. (40) by the scattering
matrix, Eq. (37). Taking the derivative of the logarithms of
the transfer matrix, Eq. (40), with respect to the spin rapidity
N\, we obtain the effective Hamiltonian of the system in the
strong-coupling limit with the FB grading

H=- (112)

13 ,
22 (@0l + 0Jajy=20).
It is the 1D XY model with transverse magnetic fields.

The spin operators can be expressed by the bosonic or
fermionic creation and annihilation operators with internal
degree of freedom. The internal degree of freedom corre-
sponds to the components. The exact relations between the
spin operators and the creation and annihilation operators are

_ 0 T
o =cjicj +cjicit,
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i ¢
oy == i(cjyej = ¢jiepn)s

J

o) =nj = nyy, (113)

where njv—cjscjY (s=1,]) is the particle number operator.
Staring from above relations and using the Schriffer-Wolf
transformation, we also obtain the effective Hamiltonians
(121) and (124) with a global coefficient #2/(2U). These re-

sults are consistent with that obtained in Ref. 80.

VII. OTHER GRADINGS

The graded quantum inverse scattering method used in
this paper still have two cases. One is the bosonic-bosonic
(BB) grading, which corresponds the two-component bosons
in the 1D optical lattice or the SU(2) Bose-Hubbard model.
The other is the fermionic-fermionic (FF) grading, which
corresponds the two-component fermions in the 1D optical
lattice or the Fermi-Hubbard model.

A. Case I: Two-component bosons in 1D optical lattice

In the BB grading, €;=¢,=0. This method is valid for the
1D lattice model of SU(2) bosons. The Hamiltonian is still
quantified by Eq. (1) with the changing of all the spinless
fermions by the another species of bosons. The permutation
operator in this case is [PBB]§;= 840,5- Using the standing
algebraic Bethe ansatz, we obtain the following commutation
relations,

a(N —u) —b(\ —u)

AN)C(u) = 20w C(u)A(N)
b(N —u)
o VD), (114)
POV = _a)‘()u__b)\(;d =M by
LN b, (115)
a(u—N\)
CIN)C(u) =C(u)C(N). (116)

The elements C(\) and C(z) commute with each other. The
Bethe ansatz equations are

. . U
N sin k; = sin kl+15

eikjL — H

=1

sin k; —sin k;— i~
2

: U
M osink;—N,—i—
XH—U, j=1,...,N,

a=1 . .
smkj—)\a+z4

(117)
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. U

N )\B—Slnk[—lz M )\B—)\y—lg

N—p=ll—
I=1 . ey U
)\ﬁ—slnk1+l4 v )\B—)\y'i'lz

where B=1,....M, N=N, +N,,, and M=N,,. Taking the
logarithm of Egs. (117) and (118), we arrive at
N M

kL =271~ 22, 0 (sin k;—sin k) + 22, 0)(sin k;— \,),
=1 a=1

N M
mJg= > 01,4(\g—sin k;) — > 01o(Ng=N\p).
=1 a=1

Here the quantum numbers /; and J take integer or half-odd
integer values, depending on whether N and M are even or
odd, respectively. The energy E and the momentum P are

N N

E=- 22 cos kj,
j=1 j=1

(119)

In the thermodynamic limit, the densities of state satisfy fol-
lowing integration equations

1 cosk (¢ 2Up(k")dk'
P(k) = 2_ + 2 . . N2
T m J_o U +4(sink—sin k)

1 (% 4uoc(Nan
- 2 . 2 (120)
7J_g U”+16(sin k= \)
=L JQ AUp(kydk 1 fB 2Uo(\)aN’
7 U+ 16(—sink)? 7] 5 P+ 4 —N\")2
(121)

The integral limits Q and B are determined by N/L
=2 op(k)dk and M/L=[ BBU()\)d)\ The densities of energy
and momentum are E/L= —2tf cos kp(k)dk and P/L
=2 okp(k)dk, respectively.

In the strong-coupling limit, the effective Hamiltonian
reads

N
> G G (122)

It is the ferromagnetic isotropic Heisenberg model.

B. Case II: Two-component fermions in 1D optical lattice

In the FF grading, €;=¢€,=1. The method is valid for the
two-component fermions in the 1D optical lattice or the spin-
1/2 Fermi-Hubbard model. The Pauli exclusive principle re-
quires that two fermions belong to the same species can not
occupy the same position. Thus the integrability is satisfied
naturally. The system is SU(2) invariant. The permutation
operator in this case is [PFF]B ==08,,0,5 The two-body
scattering matrix satisfies the Yang Baxter equations. From
it, we obtain following commutation relations,

224508-13



GU et al.
ANC() = maum(x) - HC(MDW),
b(u—
DOVC(w) = ﬁauw(x) _ ﬁmw(m,

C(NC(u) =C(u)C(N).

Using the standing Bethe ansatz method, one can obtain the
Bethe ansatz equations as*>8!

. U
N, Sink;—Ng+i—

et=1] - (123)
*=l §in kj=Ng—i—
: 4
. U U
N )\'B—Slnk[—lz M )\B_)\'Y_ZE
- Y I ——= (124
I Il CREn

_ U
=1 . . * B Pl
)\E—Slnk1+l4 Y )\B—)\,},+l2

where j=1,....N, B=1,...,M, N=Nf]+Nf2, and M=Nf2.
The Fermi-Hubbard model has many applications in the low-
dimensional strongly correlated system, superconductivity
theory and other aspects of the condensed-matter physics.
The exact solutions and Mott-insulator phase transition have
been studied by Lieb and Wu*® and the thermodynamic prop-
erties have been studied by Takahashi®' In the strong-
coupling limit, the effective Hamiltonian is

PHYSICAL REVIEW B 80, 224508 (2009)

H=

e

1]
—_

N | —

J

It is the antiferromagnetic isotropic Heisenberg model.

VIII. CONCLUSIONS

In summary, we study the mixture of scalar bosons and
polarized fermions in the 1D optical lattice. The system is
modeled by the Bose-Fermi-Hubbard Hamiltonian, which
shows different behavior from that of the Bose-Hubbard or
the Fermi-Hubbard models. There exists a critical on-site
interaction U,. If U<U,, the ground state of the system is in
the superfluid phase, while if U>U,, the ground state is in
the insulating phase. The superfluid-insulator transition oc-
curs at U,.. From the analysis of the superfluid density, we
obtain the value of the critical point as U,
=2.79256=0.00112, which is larger than the U,=0 for the
Fermi-Hubbard model and smaller than the U.=3.28 for the
Bose-Hubbard model. The elementary excitations, strong-
coupling limit and effective Hamiltonian are also discussed.
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